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Executive Summary

The Department of Energy (DOE) and the National Science Foundation (NSF) jointly reviewed the U.S. ATLAS and U.S. CMS Detector Operations Programs which are responsible for the maintenance and operations (M&O) of U.S. detector components, the development of software and computing (S&C) facilities and tools, analysis tools and support of detector R&D for future upgrades for the Large Hadron Collider (LHC) at CERN.
Both programs have made significant progress in installing and the commissioning the detectors to prepare for physics collider data.  In the summer of 2008, the detectors were collecting cosmic ray commissioning data and single beam events with nearly complete detector configurations. This phase of commissioning ended with an electrical fault in the LHC that led to a year schedule delay with collisions now expected in October 2009.  The collaborations responded to the accelerator shutdown schedule with work plans to address various technical issues which had uncovered during commissioning to further improve the readiness.   U.S. ATLAS and U.S. CMS deliverables in Software and Computing performed well over the past year during the Monte Carlo challenges, cosmic commissioning, and reprocessing exercises.  The Tier 1 computing facilities at BNL and FNAL have high reliability and uptime and the Tier 2 computing facilities are being used for Monte Carlo generation, data analysis and for reprocessing in the case of U.S. ATLAS.
The current financial planning for both programs relies on limited management reserve in the out-years.  Given the LHC schedule delay, an assessment of the needs for the steady-state operations will have to wait until sufficient experience is gained in the FY 2009/2010 run.  
U.S. ATLAS and U.S. CMS are pursuing detector R&D programs to prepare for upgrading the detectors to replace failing components and to preserve physics capability as the LHC is upgraded to increased instantaneous luminosity.  As the LHC machine upgrade schedule is currently understood, the overall schedule for detector upgrades seems aggressive given the scope of the project, however, the schedule for the LHC upgrades will be adjusted depending on the machine running, physics results and the performance of the detectors. At this time, the software and computing resource requirements to support the proposed detector upgrade projects had not been included in the planning.  The programs are developing upgrade proposals for review in fall 2009.
U.S. CMS demonstrated analysis readiness in their responses to the requested survey and using large cosmic ray data set taken in the fall of 2008 to demonstrate improved detector calibration and alignment.   U.S. ATLAS did not present an equally compelling case for analysis readiness and is encouraged to work with ATLAS to define analysis exercises that will engage the user community.
Introduction
The program for U.S. LHC Detector Operations (previously referred to as the U.S. LHC Research Program) is funded and overseen jointly by the Department of Energy (DOE) and the National Science Foundation (NSF). It mainly provides support for three areas of endeavor: (i) maintenance and operations (M&O) of those components of the ATLAS and CMS experiments that have been negotiated as specific U.S responsibilities, and includes the commissioning and integration (C&I) of subsystems (ii) development of software and computing (S&C) facilities and tools needed to provide the foundation for reaching the envisioned scientific goals of the LHC, and (iii) support of detector R&D for future upgrades of ATLAS and CMS. In addition, DOE and NSF provide support for global costs of detector operations (common funds) that are shared by participating nations according to certain accepted rules, based primarily on the number of Ph.D. scientists participating in an experiment. Brookhaven National Laboratory (BNL) and Fermi National Accelerator Laboratory (FNAL) serve as the host laboratories for the U.S. involvements in the ATLAS and CMS experiments, respectively.

The review was hosted by Princeton University on Feb 9–12, 2009, with the goal of evaluating the integrated LHC detector operations program comprising the proposed scopes and costs of the M&O and S&C efforts for the period FY 2009–2011. An outside panel of experts (the Panel) was asked to examine the general plans for operations in FY 2009–2011, including the current commitments for completion of the commissioning and integration of the detectors, the status of detector R&D efforts and the computing infrastructure developed for data analysis. The charge to the review committee is reproduced in Appendix A.
The format of the review included presentations from the managers of the LHC Detector Operations program and discussion breakouts with the managers and members of the program. The presentations and documentation prepared for the review were generally available one week in advance, and were typically clear and focused on the topics as outlined in the agenda provided in Appendix B. The final presentations are posted on a password protected webpage http://www.feynman.princeton.edu/~marlow/JOG/index.html.  Generally, the speakers adhered to their time allocation and guidance and provided precise verbal and written responses to questions from the Panel. The level of preparation and organization for this review from both groups is highly commendable. 
The following sections reflect the written findings, comments and recommendations of the Review Panel on the effectiveness of the program of U.S. LHC Detector Operations at ATLAS and at CMS, with separate sections provided on issues pertaining to the management of the program, the M&O functions, detector R&D and S&C efforts. 
U.S. ATLAS
General remarks 

The International ATLAS collaboration successfully finished the detector construction and began operation before LHC collisions in September 2008. Although the LHC run was cut short due to the September 19 incident, which shut down LHC operations until Fall 2009, bringing essentially the entire ATLAS detector into full operation was an enormous accomplishment. The US ATLAS group of 43 US institutes has many major responsibilities in the experiment. This includes participation in the silicon trackers, transition radiation tracker, liquid argon calorimeter, muon system, DAQ system, and the computing.  US ATLAS members also have taken key positions in the International ATLAS collaboration such as Deputy Spokesperson, Physics Coordinator, distributed computing coordinator and physics analysis co-convenors. After the LHC shutdown, the ATLAS group concentrated on a successful cosmic ray run and a maintenance effort that included a retrofit of the calorimeter low voltage supplies and a replacement of radiation soft optical fibers in the muon systems. In other areas, the US ATLAS group exercised the BNL Tier 1 computing center with a large sample of cosmic rays and many analysis jamborees were held to provide software support for US ATLAS users.  Also an R&D program has been organized to exploit the order of magnitude luminosity increase proposed in an upgraded LHC.  This R&D program will focus on upgrades of the inner pixel detector and the Liquid argon calorimeter.

The US ATLAS members gave well prepared and clear presentations summarizing their efforts in the last year and demonstrated  readiness for the “first beams’ in September 2008. They have shown impressive progress since the last year in terms of their technical efforts and beam readiness. 

MANAGEMENT

Findings

The Panel finds that the U.S. ATLAS collaboration has in place a complete management structure for financial planning and scheduling. The system is used to obtain the roll-up information needed for reporting to the funding agencies. An online budgetary tracking system is in place. 

Budgeting is an iterative process with guidance provided by the program leaders to the subsystem managers who produce total requests.  The requests that are beyond the budget guidance, called Request Beyond Target (RBT), are prioritized across the subsystems based on the program managers’ judgment and in consultation with International ATLAS management.  
The Panel has been presented with a budget plan for 2009–2011 that is within the available funding provided by the agencies.

The U.S. ATLAS structure meshes with International ATLAS both at the technical level, through representation in the various systems with US responsibilities, and at the managerial level through regular meetings between ATLAS management and US program managers where overall prioritization is discussed. The Panel notes that one of the deputy spokespeople of ATLAS is from the US.

The U.S. ATLAS schedule is built in consultation with the subsystem managers and the ATLAS management. The milestones are extracted from the general ATLAS schedule and are therefore compatible with the general ATLAS activity.

The U.S. ATLAS collaboration contributes significantly to ATLAS common services in various areas, such as technical coordination and Trigger/DAQ. This contribution is credited, in part, against the common fund payment, through a specific negotiation between the US program managers and International ATLAS management. 

Comments

The budget for 2009 shows a large apparent carry over ($5.5M) from 2008. This is in fact largely a combination of bridge funds and funds needed for a common funds payment, leaving an effective carryover of about $1M, which is used mainly as management reserve.

The management reserve as initially presented for the years 2010-2011 is reduced to about 3% of the budget which the Panel considers too small to cope with remaining uncertainties in the operation of the detector, especially giving that running has not started yet. 

The Panel considers that it is important for the collaboration to plan on creating flexibility through an increase in management reserve. In discussion with the Panel the collaboration presented a tentative plan of reducing M&O manpower by about $2M in FY 10 and beyond and discussed an upcoming review of the software and computing effort to possibly free up some additional resources for the management reserve. The program managers are making a serious effort to have a full prioritization of the different tasks for all the subsystem, reviewed in consultation with the U.S. ATLAS executive committee and with the ATLAS management, to cope with the limited amount of resources. They have evaluated the impact of budgetary constraints.  The cost of running the program office seems to be well controlled and kept to the minimum.

The proposed milestones and priorities described by the U.S. ATLAS group for FY09 and FY10 appeared to be appropriate to optimize their readiness for first collisions in the fall of 2009 and the data run in 2010. In view of the fact the accelerator schedule for 2009 was announced on the first day of the review, the Panel considers appropriate that the collaboration revisit their milestones for the remainder of FY09 and FY10.

Recommendations

1. The management reserve for the years 2010-2011 should be increased to about 10% of the budget to allow more flexibility for the first data run.
M&O issues

Findings

The U.S. ATLAS collaboration has made impressive progress  in the past year. Working in close coordination with International ATLAS effort, they brought the detector systems online on schedule for the first LHC beams in September 2008. Although the problems that developed with the collider prevented commissioning the detector with collisions, data recorded and shown from single beam related particles demonstrated the detector readiness. The collaboration also accumulated a large cosmic ray data set in the fall of 2008 which is being used to advance the commissioning of the various subsystems as well as the related software.

Information provided at the review established that the various ATLAS subsystems had dead channel counts at the level of a few percent. For a detector of this complexity, infancy, and enormous channel count this is an impressive level of functionality.

The ATLAS experience with the Liquid Argon low voltage supplies over the past few years has led them to a process of evaluation for possible replacements for the current system. A decision on this is expected late in FY09.

Testing of the Cathode Strip Chamber (CSC) detector readout system showed that the readout rate was less than the designed specification. Further testing has led to the conclusion that the installed readout hardware for the CSC is sufficient, and an effort is underway to rewrite the firmware for the system which is expected to resolve this issue prior to the first LHC physics run.

ATLAS has experienced reliability problems with the Silicon Tracking cooling system. The problems were resolved such that ATLAS could test and operate the entire silicon system for the anticipated LHC beams in the Fall of 2008, and during the extended cosmic ray runs which followed. A plan was presented to upgrade and improve the reliability of this silicon cooling system.

Comments

The collider fault unfortunately led to a delay of at least one year in getting the first collision data for the experiment. This delay has understandably led to uncertainty in determining the appropriate ongoing M&O costs and manpower levels.
The CSC read out firmware rewrite progress should be monitored closely to ensure performance at the design specification for this system for data taking.
The Panel notes that for a detector of the complexity of ATLAS there were relatively few technical problems to be dealt with after the initial shakeout in 2008. 
Recommendations

1. The plan for manpower resources required for steady state running should be reevaluated, and if appropriate adjusted, after gaining experience with the operations of the detector in the first LHC physics run.

Detector Upgrade R&D
Findings

The upgrades are required due to the LHC luminosity upgrades which, at the time of this review, were scheduled for 2013 (Phase 1) and 2017 (Phase 2).  The installation of Phase 1 upgrades is planned for a 6-8 months shutdown, while the installation of Phase 2 upgrades is estimated to require a 1.5 year shut-down.
The R&D effort is aimed primarily at the Inner Silicon Detector and Liquid Argon calorimeter and secondarily at the very forward muon system, forward calorimeters, calorimeter electronics and some DAQ.

The upgrades for the inner Si detector pixels are by far the most challenging part of the project as it involves new technology.

Radiation hardness tests of various components in both the inner silicon detector and the calorimeters will have to be carried out in accelerator beams.
	
	2009
	2010
	2011
	2012

	R&D Budget

(Planned)
	$3.6M
	$3.2M
	$3.15
	$3.15


Table 1 ATLAS proposed R&D budget

The R&D budget plans are shown in Table 1 , representing from about 20 FTEs of effort from the Detector Operations budget. This represents about 50 people from 23 institutes.

The collaboration provided a detailed WBS profile of the cost information over this 4-year period.

The collaboration provided estimates in the range of $300K/$700K (2009/2010) for high priority items in the “Requests Beyond Target” category. The funding to construct the portion of ATLAS being upgraded will be handled by a proposal to be submitted to DOE and NSF beginning in 2009/2010. Projected scope for the total upgrades being considered by U.S. ATLAS is approximately $175M. 

Comments
The Panel noted that the overall schedule for the upgrades as presented seems very tight given the scope of the project. The dates for the installation of the upgrades will need to be adjusted depending on the machine running experience and the detector upgrade construction progress.

The R&D requests beyond target needs are prime candidates for demands on Management Reserve.

The process for selection and approval of R&D projects, as presented to the Panel, appears to be well integrated with International ATLAS.

A good start has been made on pixel design including close involvement with potential vendors.

There are some Liquid Argon calorimeter R&D deliverables due in late 2009. Although a good start has been made on them, it will be challenging to meet this deadline.

The U.S. ATLAS upgrade R&D groups appear to have a generally robust and well focused plan for attempting to meet the challenges before them.

The Technical coordination organization for ATLAS has evolved to include coordination and integration of the upgrade detector plans. The timely recognition and implementation of this important task is commendable.

Recommendations

None.

S&C Issues
Findings

Jim Shank represented U.S. ATLAS presenting the status of the Software and Computing effort, followed by plenary presentations from Michael Ernst on Facilities and Jim Cochran on Analysis Readiness. A parallel session was held with various Computing staff. 

ATLAS Computing was sufficiently ready for beam data taking – a definitely non-trivial accomplishment.. Data flowed from the detector through the CERN Tier 0 center, to the Tier 1s and then on to the Tier 2s. There was a brief period of congestion in deliveries as users overwhelmed the T0 system, but this was quickly contained. 

2008 saw five major activities that exercised the computing: 

· Computer Systems Commissioning – full chain of processing from generation through reconstruction 

· Full Dress Rehearsal – with mixed data samples 

· 10 TeV simulations in anticipation of first running conditions 

· single beam data 

· cosmic ray running - 6 weeks, with full reprocessing at the T1s 

The BNL Tier 1 performed well in all of the data taking opportunities, carrying much of the load for ATLAS. The US provided 42% of the cosmics reprocessing jobs.  The US contribution was split between 54% at the Tier 1 with the five US T2s providing remaining 46%. The Production and Distributed Analysis (PanDA) system, run on OSG infrastructure, was used for all 2008 U.S. ATLAS production. For comparison, the US share is expected to be 23%. 

The T1 facility is running well with 20 FTEs and leverages shared resources with RHIC. The T1 currently hosts compute nodes equivalent to  5M SI2K and 3 petabyte (PB) of disk, between the 2008 and 2009 pledge values. The total current T1+T2 capacity is 15M SI2K and 9.8 PB of disk. All the sites are now connected via 10 Gbps links. One PB of the FY 2009 obligatory disk purchase has been placed in the RBT category. There is mature monitoring of traffic from T0→T2 and detailed accounting of job errors. 

U.S. ATLAS is encouraging the use and development of T3s as the entry points to analysis. A study group was commissioned to estimate needs, sizes, configuration and potential funding (requirements and sources). The report is due in March 2009. 

U.S. ATLAS remains deeply embedded in International ATLAS management and carries significant influence. In computing prominent international positions include software project coordinator, deputy physics coordinator, database development and operations coordinator and distributed computing coordinator. 

There were significant successes since the last review: 

· Distributed Data Management (DDM) has been turned into a demonstrable success, after being a critical problem area noted in previous reviews. U.S. ATLAS members in project management, development and operations are key to DDM success. Further system functionality tests are underway. 

· PanDA is now an essential element of the ATLAS collaboration, with millions of jobs run by close to 500 users in 2008, almost a hundred of whom ran over 10,000 files each. The collaboration has moved to use PanDA for all its job submission – production and analysis, with different policies on resources for the two. The US team has been instrumental in these developments. 

· Working on the GRID, with OSG, has been successfully demonstrated. U.S. ATLAS computing is critically dependent on OSG. OSG also provides the interface to European GRIDs. 

U.S. ATLAS has a T3 group that will deliver a set of recommendations and four models for deploying T3 sites ranging from low end sites to T3 sites with capacity approaching a T2. This group also provides a how-to and tools for accessing and retrieving data at a T3.  

There are three analysis support centers in the US – ANL, BNL, and LBNL. These sites have hosted most of the jamborees and are the homes of many of the analysis experts. U.S. ATLAS has decided to integrate with overall ATLAS science sub-groups rather than create a parallel structure. U.S. ATLAS has been continuing the Analysis Jamborees, with eight in 2008, so far concentrating on tutorials with the last three attempting to encourage actual analysis use. The Full Dress Rehearsal was held in 2008, but the scope, realism and participation of the test was rather limited due to the complexities of creating an adequately interesting dataset. There are 8 members of the data analysis support team, 4 in the US and 4 at CERN participating in support shifts .This need is expected to grow in 2010 and is included as an RBT item. 

U.S. ATLAS is embarking on a complete internal review of computing. It will evaluate the importance, cost-effectiveness and technical quality of each activity as well as the effectiveness of the associated management process. The review is planned to take place in May 2009.. 

The upgrade program for hardware is actively being planned. No similar planning is apparent for computing. 

Projected manpower efforts for software are stable at the 23.5-24 FTE level through 2012 with a 2 FTE decline in 2009 from roll-offs in ROOT and graphics applications. This level appears to be sufficient. The overall budget runs from $18.3M in 2009 to $21.9M in 2012, with a bump of $2M in 2009 mostly coming from T1 operations and equipment increases right before beams arrive. About 1 PB of disk in each of 2009 and 2010 are in the Request Beyond Target. 

The recommendations of the 2008 review were addressed. 

Comments 

BNL is carrying a disproportionate share of the global T1 operations, where non-US T1s are not carrying their weight. We are concerned that BNL will be asked to serve a significant fraction of non-US traffic which would have a negative effect on the U.S. ATLAS ability to do science. Jim Shank is now the DDM coordinator and is actively working with all the T1s to improve their production capability. 

There is real leveraging of OSG support benefiting U.S. ATLAS, relieving U.S. ATLAS from providing some 5 FTEs. OSG Service Level Agreements are coming soon. We look forward to seeing them presented at the next review. 

There is still no real test of analysis loads in the Jamborees; there have only been minimal exercises so far. We are concerned about U.S. ATLAS’ ability to be effective in analysis as soon as data arrives. 

We were pleased to see U.S. ATLAS Management embarking on a full review of the computing effort in early 2009. This is an excellent opportunity to assess whether deployment of resources is optimal and what, if any, economies can be found. 

The disk pledge is due right at the end of FY2009. There is a good chance it will slip into the next FY. While this was presented as a major issue in the review, discussions with Jim Shank indicated that the actual risk from this issue is limited. 

There will be need for simulations of new hardware for the upgrade as well as infrastructure improvements to handle the higher luminosity. Due to the load from preparing for first collisions, planning for the upgrade has been deferred. Some R&D is underway to upgrade the storage infrastructure and multi-core processing. 

Recommendations

1.  Work with International ATLAS to improve the production from all T1 centers. 

2. Work with International ATLAS to ensure that the top-mixing study becomes an effective tool to scope out a realistic test of analysis loads. 

3. Develop a plan to address storage infrastructure issues for the upgrade and pursue R&D on multi-core processing with OSG and CMS. 

U.S. CMS
General remarks 
The CMS collaboration had a “transitional” year with the successful completion and installation of their detector on September 3, 2008. This was a major achievement and milestone. Their installation was preceded by global running which had continuous operation of all sub-detectors before collisions to ensure a complete shakedown of the detector operation before beam collisions. The U.S. CMS group of 48 US institutions has major responsibilities in the hadron calorimeter, the endcap muon system, the forward pixel detector, the trigger and computing. The U.S. CMS members have leadership roles in the collaboration board, the deputy spokesperson, the deputy physics coordinator, deputy computing coordinator, ten physics convenors, and several sub-detector project managers. After the LHC shutdown, a four week cosmic ray run with the magnet at 3.8 Tesla was performed to further checkout and commission the detector. Useful calibration and alignment information were obtained and presented. Their planned maintenance includes changing the cooling plant to operate the tracker at -10C to reduce radiation damage and to replace noisy hybrid photodiodes with silicon photomultipliers.  In other areas, the U.S. CMS group has set up the FNAL remote operations center for CMS and an LHC physics center. The remote operations center allows U.S. CMS members to take CMS shifts at FNAL instead of CERN and the physics center will facilitate development of LHC physics analysis for U.S. CMS members.  In addition, R&D has been organized for U.S. CMS members for an upgrade of the pixel tracker, the hadron calorimeter, and the muon system.

The U.S. CMS members gave well prepared and polished presentations and nearly all the presentations were posted and available to the Panel before the meeting.  In summary, the CMS collaboration has made excellent progress on the successful installation and commissioning of their detector. 
Management Issues
Findings

The Panel finds that the U.S. CMS collaboration has a full budget and schedule management system in place. The system is used to obtain the roll-up information needed for reporting to the funding agencies.

Budgeting is an iterative process with guidance provided by the program leaders to the subsystem managers who produce total requests.. Request beyond target are prioritized across the systems based on the project managers’ judgment and in consultation with CMS management. The Budget Process includes interactions with the Technical Advisory Board, multiple sessions with L2 managers and university groups.  The Panel has been presented a budget plan for 2009-2011 with detailed breakdown.

The scheduling of the U.S. CMS collaboration is inherently linked to that of CMS given the high level of presence of U.S. CMS members in the overall CMS organization. The Panel notes that one of the deputy spokepersons of CMS is a U.S. CMS member and that several subsystems are led or co-led by U.S. CMS members. The U.S. CMS milestones are extracted from the overall CMS detector or subsystem schedule.  

The Management Reserve (MR) for FY09 is currently held by the Program Manager and will be used according to a full prioritization of required tasks. The Panel considers the proposed high priority uses of the MR, for the remaining technical problems such as tracker cooling, HCAL HPD replacement, final commissioning, R&D program and CF4 recovery, as sensible.
Comments
The proposed milestones and priorities described by the U.S. CMS group for FY09 and FY10 appeared to be appropriate to optimize their readiness for first collisions in the fall of 2009 and the data run in 2010. In view of the fact the accelerator schedule for 2009 was announced on the first day of the review, the Panel considers appropriate that the collaboration revisit their milestones for the remainder of FY09 and FY10.

The budget plan shows a large carryover from previous years. This was explained as due to the delays in the accelerator schedule that caused a delay in both of the installation and commissioning effort and of the acquisition of computing resources. The current projection is that these carryover funds will be depleted by the end of FY11. 
The Panel considers that the carryover funds should not be used to acquire manpower resources that would require sustained funding which will not be available beyond FY11, but should rather be used to cover non-recurring costs, such the purchase of computing equipment.

Recommendations

1. The U.S. CMS program should develop a multi-year budget plan with a reasonable management reserve of about 10% such that when the carryover funds are depleted the budget has the proper mix of M&S and manpower.
M&O Issues
Findings

In commissioning the CMS detector systems with the magnet on, CMS observed an unexpectedly high noise rate for the HCAL Hybrid Photodiode (HPD) system at intermediate magnetic fields. These issues were concentrated in the outer H0 layer. The response to this issue will be to replace some of these noisy HPDs with Silicon photomultipliers (SiPMs) for testing in the FY09/10 LHC run. Depending on the results of these tests CMS may replace all of the HPDs for the HCAL in the future.

Similar to the ATLAS experience, the CMS silicon tracking cooling system has been shown to have problems. CMS is dealing with this problem with a two-pronged strategy. Taking advantage of the current shutdown period they are upgrading some of the coolant tubes in the silicon detectors to safely accommodate pressures larger than was originally planned. They also presented a multi-year plan to upgrade the cooling plant.

The CMS DAQ system operated at a sustained rate of 20 – 30 kHz during the Fall 2008 testing period. These results, which were run with a reduced number of the eventual suite of DAQ “slices” and High Level Trigger (HLT) PCs, was presented as verification that the planned system, with the complete suite of “slices” and HLT PCs will perform at the design rate of 100 kHz.

The total manpower supported by M&O is planned to decrease in FY10 relative to FY09.

The panel finds that the U.S. CMS Technical coordination is well integrated with the overall CMS effort.

The work planning effort at the CMS site appears to be entirely commensurate with the best practices and policies at US National Research Labs. Procedures to monitor the FTE workload on all subsystems (both laboratory & university based) appear to be in place.
U.S. CMS collaborators will receive shift credit for serving shifts at the Remote Operations Center (ROC) at Fermilab. This can be expected to reduce the overall resources expended for travel to CERN.

Comments
The U.S. CMS collaboration has been proactive in addressing the remaining hardware problems such as the HPD excessive noise and poor tracker cooling plant performance. 
The panel notes that for a detector of the complexity of CMS there were relatively few technical problems to be dealt with after the initial shakeout in 2008. 
Recommendations

1. The Panel recommends that the plan for manpower resources required for steady state running be reevaluated, and if appropriate adjusted, after gaining experience with the operations of the detector in the first LHC physics run.

Detector Upgrade R&D
Findings

The upgrades are required due to the LHC luminosity upgrades scheduled for 2013 (Phase 1) and 2017 (Phase 2). U.S. CMS has prioritized and tailored its R&D plan to meet these dates.

U.S. CMS is making a rapid start on the R&D effort, with a plan for FY09 devoting 83% of effort on deliverables needed in Phase 1 and 17% on those needed in Phase 2. The balance will gradually shift toward a larger share for Phase 2 in the period FY10-FY12.

Phase 1 R&D is concentrating effort on replacing HCAL HPDs with SiPMs while at the same time improving pixel mechanics, cooling, and power. Phase 2 effort is concentrated on sensor development (pixels) particularly for the inner tracker which they hope to include in the trigger. Monte Carlo simulations for the triggering concepts will also be part of Phase 2.

R&D funding during the period FY09-FY11 ramps up rapidly as shown in Table 2.
	
	2009
	2010
	2011

	CMS R&D budget planned
	$2.5M
	$3.5M
	$4.15M


Table 2 CMS Proposed R&D Budget
A detailed set of milestones and funding allocations for each sub detector was presented for Phase 1 R&D.

The funding to construct the CMS upgrades will be handled by a proposal to be submitted to DOE and NSF beginning in 2009/2010. The projected scope for the total upgrades being considered by U.S. CMS is approximately $175M. 

Comments
The U.S. CMS R&D program appears well integrated with the International CMS R&D effort and involves participation by individuals from 30 of the U.S. groups.

Although aggressive, the Phase 1 milestones seemed well considered and achievable.

The collaboration has launched an aggressive and speedy effort for this important R&D program.

Recommendations

None.

S&C Issues
Findings

Lothar Bauerdick represented U.S. CMS presenting the status of the Software and Computing effort followed by plenary presentations from Ian Fisk on facilities and services and Richard Cavanaugh on analysis readiness. A parallel session was held with the Computing and Software Representatives. 

U.S. CMS Computing is sufficiently ready for beam data taking – a definitely non-trivial accomplishment.  Data flowed from the detector through the CERN T0 center to the Tier 1s and then on to the T2s and T3s successfully.  

Four major activities exercised the computing in 2008: 

· Computing, Software, Analysis 2008 (CCA08) challenge was performed in May of 2008 emulating conditions close to what is expected for the first months of data taking. Calibration and alignment exercises were performed.  

· Common Computing Readiness Challenge (CCRC) was performed in February and May of 2008. The May phase of CCRC was on top of the CSA08 exercise and cosmics data production. This challenge was a stress test of LHC computing at 100% scale of 2008 requirements. During May, 3.6 Petabytes of data were moved to CMS computing centers (more than the expected full year CMS data volume). 

· Continuous cosmic data taking for four weeks with data reprocessed at T1 centers.  

· Monte Carlo generation. 

The Fermilab Tier 1 center performed very well in all of the data taking opportunities, writing events on a level comparable to the CERN Tier 0 center and far more than the other T1s. Monte Carlo production and analysis jobs were run on US T2s, again at a level that exceeds the expected share of U.S. CMS.   

The Fermilab T1 facility utilizes 30 FTEs of operations and developer personnel. It hosts 8.7M SI2K of computing power (plus 4M SI2K for local analysis at the Fermilab LPC) and 2 PB of disk (plus 0.5 PB for the LPC). Fermilab also has a 15 Gb/s connection to CERN. Nearly all T2 sites exceed the 1M SI2K computing requirement and have a least 200 TB of disk. All sites are connected with 10 Gb/s network connectivity. T2 operations staff amounts to 14 FTE (2 FTE per site) as well as 4 FTE under a NSF DISUN grant for integration at four sites. The DISUN grant is scheduled to end in April 2010. U.S. CMS supports T3 sites with 1 FTE of personnel.  

CMS allows T2 sites to utilize any T1 as a data source. U.S. CMS encourages close relationships of T2 administrators with their local campus network support personnel and ESNet/Internet2 staff to ensure high network throughput. T1 to T2 connectivity was recently debugged under a task force and mature monitoring is in place. 

U.S. CMS remains deeply embedded in International CMS management and carries significant influence. In computing, prominent international positions include deputy head of computing, coordination of integration and resources, commissioning and preparation for analysis, and data operations. Furthermore, many U.S. CMS personnel have management roles in offline computing and algorithm development.  

U.S. CMS relies on the Open Science Grid (OSG) for grid operations and cooperation with grid development in the US. The executive director of OSG is also a member of U.S. CMS and heads the U.S. CMS Grids Services and Interfaces group with 7 FTEs of effort. That group contributes to OSG and focuses on security, storage operations, T3 support, OSG integration testbed development, and development of the workflow system. OSG provides to U.S. CMS a grid security officer, effort for packaging grid software, effort for storage development, and operates the Grid Operations Center (GOC) for processing trouble tickets regarding grid sites. The GOC also provides 24/7 support of a single point of failure grid information service. U.S. CMS demonstrated successful use of OSG sites and resources. 

U.S. CMS recently hired 2 FTEs for physics analysis support stationed at the Fermilab LPC. U.S. CMS also operates a software helpdesk at the LPC and offers training and tutorials for users.  

U.S. CMS has re-engineered the software framework. It is now fully functional and is the standard framework for CMS. Failure rates of jobs due to the framework seem to be in the sub 1% level. This achievement is a major accomplishment. 

U.S. CMS development and code deployment follow a standard procedure for quality assurance.  

While the upgrade for detector hardware is being planned, no similar planning is apparent for computing.  

There is a small research project for investigation of next generation storage, specifically integrating Sun Lustre with Fermilab Enstore (tape management and file delivery). 

Lothar Bauerdick reported that FY10 and FY11 budget guidance from U.S. CMS management are significantly below previous cost estimates (guidance of 17.7M USD in FY10 down 15% from "flat baseline"; 17.5M USD in FY11 down 21% from "flat baseline"). Meeting this guidance will require significant reduction in staff, development effort and perhaps operations.  

The recommendations from the 2008 review were addressed.  

Comments 

We are concerned that as the most performant T1 center, U.S. CMS will attract more than their fair share of jobs and transfer requests and receive pressure from global CMS to accommodate more of the international computing demand, including analysis.  

The partnership with OSG is successful. Not only does OSG save U.S. CMS the maintenance load of operating the low-level grid services stack, but also provides sizable manpower for resolving grid issues such as storage, security, operations, and client/server/libraries packaging. We look forward to seeing service level agreements between OSG and U.S. CMS presented in the next review.  

Before the scheduled end of DISUN funding U.S. CMS S&C will have to plan to retain the knowledge base. 

There will be need for simulations of new detector hardware for the upgrade as well as infrastructure improvements to handle the higher luminosity. Due to the load from preparing for first collisions, planning for the upgrade has been deferred. R&D is underway to upgrade the storage infrastructure and multi-core processing. 

The response to the software use survey indicates that a substantial number of U.S. CMS collaborators are familiar with the software system and are ready for analysis when data arrives. 

U.S. CMS appropriately used the LHC schedule delay to improve their operations at the T1 and T2 sites in terms of usability, automation, and reliability. 

Recommendations 

1. Work with international CMS to ensure effective performance of all T1 centers.

2. With given information, we cannot assess the impact of a reduction in S&C staffing beyond the "flat baseline scenario". We recommend that U.S. CMS undertake a full internal review of the S&C effort and carefully justify reductions in staff and services or, if necessary, increased funding from Management Reserves or the carryover.  

3. Develop a strategy for next generation storage (we appreciate that U.S. CMS has started research on this problem) for the upgrade and pursue R&D on multi-core processing with OSG and ATLAS.  

Appendix A – Charge to and Membership of Review Panel
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To: Rosio Alvarez (LBNL), Richard Dubois (SLAC), Bill Christic (BNL), Franceszo
Forti (INFN/Pisa), Robert Lanou (Brown), Adam Lyon (FNAL), Terry Schalk (U.C.
Santa Cruz), Walter Toki (Colorado State)

Dear Collea

On behalf of the Department of Energy and the National Science Foundation, we want to
thank you for your willingness to participate in the upcoming review of operations at U.S.
ATLAS and U.S. CMS. The evaluation is scheduled 10 tube place at Princeton
Un-versity February 9-12, 2009,

DCE and NSF support the maintenance and operations of the deteztors. the software and
cortputing efforts and research and development for potential detector upgrades for UL.S.
ATLAS and U.S. CMS. This review provides an apportunity o examine the status of all
cfforts as they come together to support a funciioning experiment and to assess the
quelity of the U.S. contributions to the LHC experiment. The primary purpose of this
feview s to assess the readiness of the U.S. collaborations for LHC operations during
first data-taking. We therefore ask you to examine the general plans for FY 2009-2012,
inc uding current commitments 1o the completion of the commissioning and intearation
of the detectors anc the infrastructure developed fo- data analysis.

In addition 10 evaluating recent progress, curren: status and identifying any potential
problems, you are also asked to address the following issues

1. Do current U.S. management practices, firancial planning, operating procedures

and interactions with non-LL.S. partners offer promise of a strong and effective

U.S. participation in the LHC physics program?

Are the current costs and projections for readiness consistent with the fanding

guidance from agencics and with the current schedule for start-up of the LHC?

3. Are the proposed milestones for FY 2009 and FY 2010 reasonable and
appropriate for first collision readiness in fall of 2009 and the data run in 20107

4. Do U.S. collaborations have adequate plans for providing teols and access to LHC

data required for performirg efficient analysis within the U.S.? Is the expected

level of service commensurate with the DOI/NSE investment in LHC computing?

Have credible estimates been made of personnel needed o commission and run

the experiments during FY 2000-20122

w





[image: image2.jpg]6. 1s the work on detector R&D for the eventual upgrade in LHC luminosity making
sufficient progress?

7. Have the USS. collaborations responded satisfactorily to recommendations and
comments made al previous reviews?

“The review will be chaired by Saul Gonzalez supported by Amber Bochnlein, the U.S.
LHC Detector Operations Program Manager, with other program staff members from the
DOE and the NSF participating in the evaluation. The proponents will post their
presentations on the web ten days prior 1o the meeting. and you will have access to
supporting documentation two weeks before the start of the review.

Following the presentations from U.S. ATLAS and U.S. CMS, we expect closeout
Statements on your assessment of the programs, and more formal written reports within
two weeks of the review. This will provide invaluable and timely input to the agencies,
which, as you must understand, is crucial for our continuing serutiny and validation of
needs of the U.S. LHC Rescarch Program.

Again, many thanks for your participation in this important activity.

Sincerely,
/ _—
%i,ﬂé‘gl/i Nl At
Michael Procario Marvin Goldberz
Co-Chair Co-Chair
U.S. LIC Joint Oversight Group U.S. LHC Joint Oversight Group
Department of Energy National Science Foundation

ce: Glen Crawford (SC-25). Amber Boehnlein, (SC-25). Saul Gonzalez (SC-25), Moishe
Pripstein (NSF), James Whitmore (NSF), Pepin Carolan (DOE-FSO). Jocl Butler
(Fermilab), Dan Marlow (Princeton). Lothar Baucrdick (Fermilab). Peter Garbincius
(Fermilab), Michacl Tuts (Columbia Univ.). Howard Gordon (BNL). Jim Shank (Boston
University), Steve Vigdor (BNL).
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